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LLMs have taken the Whole World by storm

https://github.com/Hannibal046/Awesome-LLM/tree/main?tab=readme-ov-file
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LLMs have taken the Whole World by storm
❑Overview of Current LLMs

Unlocking the Mysteries of OpenAI o1: A Survey of the Reasoning 
Abilities of Large Language Models

Reinforcement Learning Enhanced LLMs: A Survey
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❑ Diverse LLMs You Can Use

LLMs have taken the Whole World by storm
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

DeepSeek Evolution Process
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

DeepSeek Evolution Process

https://x.com/itsPaulAi/status/1872320003770618146

1/100 1/30
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek V2&V3

FFN

https://www.bilibili.com/video/BV16dNfeME3S?spm_id_from=333.788.player.switch&vd_source=7345af47d402aec64db3e67607045949

Multiple Token Prediction

https://arxiv.org/pdf/2401.06066https://arxiv.org/pdf/2405.04434
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

DeepSeek Evolution Process

Dataset
Pre-trained

Model
SFT

Human Annotation

Traditional SFT, heavy cost
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

DeepSeek Evolution Process

Dataset

Pre-trained
Model

R1-Zero

Score Selection Chain-of-Thought

Reward Function

<think>think process</think>
<answer>answer</answer>

Accuracy :5
Format :8

DeepSeek-R1-Zero encounters challenges such as poor 
readability, and language mixing
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

DeepSeek Evolution Process
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek R1

https://www.bilibili.com/video/BV16dNfeME3S?spm_id_from=333.788.player.switch&vd_source=7345af47d402aec64db3e676070
45949

we collect thousands of cold-start data to fine-tune the DeepSeek-V3-Base 
as the starting point for RL
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Recent Released Advanced LLMs (Q1 2025)

https://www.bilibili.com/video/BV16dNfeME3S?spm_id_from=333.788.player.switch&vd_source=7345af47d402aec64db3e67607045949

we introduce a language consistency reward during RL training, which is 
calculated as the proportion of target language words in the CoT.

❑ DeepSeek R1
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Recent Released Advanced LLMs (Q1 2025)

https://www.bilibili.com/video/BV16dNfeME3S?spm_id_from=333.788.player.switch&vd_source=7345af47d402aec64db3e676070
45949

Unlike the initial cold-start data, which primarily focuses on reasoning, this stage 
incorporates data from other domains to enhance the model’s capabilities in 
writing, role-playing, and other general-purpose tasks

❑ DeepSeek R1
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Recent Released Advanced LLMs (Q1 2025)

https://www.bilibili.com/video/BV16dNfeME3S?spm_id_from=333.788.player.switch&vd_source=7345af47d402aec64db3e676070
45949

To further align the model with human preferences, we implement a secondary 
reinforcement learning stage aimed at improving the model’s helpfulness and 
harmlessness while simultaneously refining its reasoning capabilities.

❑ DeepSeek R1
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Recent Released Advanced LLMs (Q1 2025)
❑ DeepSeek

Following techniques

Deep Expert Parallelism
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Recent Released Advanced LLMs (Q1 2025)
❑ The Waves Made by DeepSeek

https://mp.weixin.qq.com/s/7ZfR3-9sNpXBV9MNYhfsyg

Impact on China's "Big Six" AI Startups:

➢ Zero One Technology (零一万物): Focused on industrial applications, established an industrial AI base in Suzhou
➢ Step AI (阶跃星辰): Released multiple models including Step-2-mini and Step-1o Vision
➢ MiniMax: Released T2A-01 voice model series and emphasized open-source strategy
➢ Baichuan Intelligence (百川智能): Released Baichuan-M1-preview model and launched an AI pediatric doctor 

system
➢ Zhipu Technology (智谱华章): Continued Samsung partnership and expanded into AI drawing applications
➢ Moonshot AI (月之暗面): Released Kimi k1.5 multimodal model

➢ Industry moving towards more open collaboration and integration
➢ Focus shifting to practical applications rather than just model development
➢ Increasing emphasis on cost-effectiveness and accessibility

Future Trends:
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Recent Released Advanced LLMs (Q1 2025)
❑ The Waves Made by DeepSeek

https://mp.weixin.qq.com/s/7ZfR3-9sNpXBV9MNYhfsyg
https://huggingface.co/perplexity-ai/r1-1776

Deployment in High Education Institute across China:

DeepSeek Faces Access Restrictions Overseas:
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Recent Released Advanced LLMs (Q1 2025)
❑ The Waves Made by DeepSeek

https://mp.weixin.qq.com/s/7ZfR3-9sNpXBV9MNYhfsyg
https://huggingface.co/perplexity-ai/r1-1776

Deployment in High Education Institute across China:

What will happen in Singapore?

What can be used in A*STAR?
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Recent Released Advanced LLMs (Q1 2025)
❑ Reproduce "Aha Moment"

https://github.com/dhcode-cpp/X-R1?tab=readme-ov-file https://github.com/lsdefine/simple_GRPO
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Recent Released Advanced LLMs (Q1 2025)
❑ VLM-R1

The research team conducted experiments on Qwen2.5-VL, comparing 
the R1 method with traditional Supervised Fine-Tuning (SFT). The results 
were outstanding:
➢ Exceptional Stability – The R1 method consistently maintains high 

performance in various complex scenarios, which is critical for real-
world applications.

➢ Superior Generalization Ability – One of the most surprising findings 
was that, on out-of-domain test data, traditional SFT models showed 
declining performance over time, whereas R1 models continued to 
improve!
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Recent Released Advanced LLMs
❑ X-Grok3 (Feb 18)

Colossus Supercomputer P1: 100K GPUs &122days; P2: 200K GPU & 92 days

https://www.datacenterfrontier.com/machine-learning/article/55244139/the-colossus-ai-supercomputer-elon-musks-drive-toward-data-center-ai-technology-domination
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Recent Released Advanced LLMs
❑ X-Grok3 (Feb 18)

https://x.ai/blog/grok-3

Furthermore, Grok 3 mini 
reaches a new frontier in cost-
efficient reasoning for STEM 
tasks that don't require as much 
world knowledge, reaching 
95.8% on AIME 2024 and 80.4% 
on LiveCodeBench.
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Recent Released Advanced LLMs
❑ X-Grok3 (Feb 18)



24

Recent Released Advanced LLMs
❑OpenAI
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Recent Released Advanced LLMs
❑ Reproduce Deep Research
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Recent Released Advanced LLMs
❑ Google > AI co-scientist (Feb 20)

https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
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Recent Released Advanced LLMs
❑ Google > AI co-scientist

https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/



28

Recent Released Advanced LLMs
❑ Anthropic-Claude Sonnet 3.7 (Feb 25)

https://www.anthropic.com/news/claude-3-7-sonnet
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Recent Released Advanced LLMs
❑ Anthropic-Claude Sonnet 3.7 (Feb 25)

https://www.anthropic.com/news/claude-3-7-sonnet

Dynamic Thinking?

Allocate different
thinking time for
different tasks.
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Recent Released Advanced LLMs
❑Other Recent Interesting Techniques

Brain-to-Text Decoding

EVO2-Genome Modeling

Electromagnetic Metamaterial Agent
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❑ Andrew Ng’s Opinion

Voices

The Rise Of AI Agents And Agentic Reasoning | BUILD 2024 Keynote
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❑ Andrew Ng’s Opinion

Voices
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❑ Andrew Ng’s Opinion

Voices



34

❑ Yoshua Bengio’s Opinion

Voices

https://arxiv.org/pdf/2502.13295

Feb 24

Two main risk pathways are identified:
➢ Misalignment through reward maximization - AI systems 

might find ways to manipulate their reward mechanisms 
or develop dangerous instrumental goals

➢ Inheriting problematic traits from humans through 
imitation learning

As an alternative, they propose "Scientist AI" - a non-agentic 
system designed to understand the world rather than act in it.
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❑ Yann LeCun’s Opinion

Voices

The Shape of AI to Come! Yann LeCun at AI Summit
https://www.youtube.com/watch?v=ixQHkcKluBc
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❑ Yann LeCun’s Opinion

Voices

It works if you have a function to measure the degree
of compatibility or incompatibility between your
observation and the proposed output

Generative Model Cannot Produce Videos
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❑ Region-aware Foundation LLMs

What can we do?
❑ Region-aware AI Applications

Multilingual Customer Service Automation

Education and Language Learning Support
LLMs could power personalized learning platforms 
for Singapore’s students, offering real-time 
feedback on essays, generating practice questions, 
or tutoring in multiple languages.

AI could handle customer inquiries across these 
languages seamlessly, deployed by businesses like 
banks (e.g., DBS), telcos (e.g., Singtel), or government 
services (e.g., SingPass). 

Tourism and Cultural Engagement
A virtual guide could provide personalized 
recommendations for attractions like Gardens by 
the Bay or hawker centers, answer questions in real 
time (e.g., “Where’s the best laksa nearby?”)



THANK YOU

www.a-star.edu.sg
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Minutes Left  
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